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Agenda of This Talk 

• Introduction to FLI’s AI Safety Research Landscape 
• Motivations, Format, Structure, Content 
• Tying Together Near-Term and Longer-Term Safety 
• Drilldowns Into Tree Branches 

• Working Toward Consensus in the Creation Process 
• Stages, Feedback, Disagreements, Compromises 

• Benefits of the Landscape Creation Process 

2 Future of Life Institute 



Source: Mallah 
https://futureoflife.org/landscape/ 3 Future of Life Institute 



Source: Mallah 
https://futureoflife.org/landscape/ 4 Future of Life Institute 



Overview of the Landscape 

https://futureoflife.org/landscape/ 
 

Foundations – rational agency, decision theory 
Verification – provable implementations of AI/ML 
Validation – goal and specification alignment 
Security – active-managed biases & permissions 
Control – monitoring, oversight, and deference 
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Tying Together Nearer-Term & Longer-Term Safety 

Nearer-Term 
 
Monitoring 
Fairness & Mitigating Bias 
Verified Software 
Specified Cost Minimization 
Fraud & Abuse Detection 
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Longer-Term 
 
Scalable Oversight 
Value Alignment 
Verified Full Stack AI 
Contextual Awareness 
Security 



Foundations of Agency 
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Verification 
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Validation 
 
• Avoiding Reward Hacking 
• Averting Instrumental Incentives 
• Increasing Contextual Awareness 
• Value Alignment 



Validation / Avoiding Reward Hacking 
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Validation / Averting Instrumental Incentives 
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Validation / Improving Contextual Awareness 
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Validation / Value Alignment 
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Security 
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Control 
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Control / Scalable Oversight 

Source: https://futureoflife.org/landscape/ 
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Disagreements on Where Things Should Go 
Some Received Suggestions – Accepted and Rejected 

• We really need a top-level Foundations branch 
• Monitoring and Informed Oversight should be the same 
• Logical Uncertainty should fall under Decision Under Bounded 

Computational Resources 
• Psychological Analogs and Increasing Contextual Awareness should go 

under Foundations of Rational Agency 
• Consistent Decision Making, Foundations of Rational Agency, Avoiding 

Reward Hacking, and Averting Instrumental Incentives should all fall 
under Control 

• Much disagreement on the relative hierarchy levels of Corrigibility, 
Computational Deference, Computational Humility, and Utility 
Indifference 
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Benefits of the Landscape Creation Process 

• Prompts a more comprehensive way of thinking about the space 
• By its creators and its consumers 

• Connects previous landscapes, agendas, and surveys together 
• And connects in additional relevant research 

• Is a good process for explorations of unknown unknowns 
• Uncovers one’s own blind spots and those of the community 
• Finds divergent perspectives, identifying needed research 

• Organizes the space well for particular constituencies 
• Each landscape and each iteration brings the widening community closer 

to consensus, even if it can never be fully reached 
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richard@futureoflife.org 
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